Basic tests for continuous data: Mann-Whitney U and Wilcoxon signed rank sum tests
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The most recent tutorial examined how the process of setting and testing a hypothesis could be implemented in practice(Freeman & Julious 2006). It focussed on some elementary methods for analysing continuous data: the paired and unpaired t-tests. However, these tests make particular assumptions about the distribution of the data. Most importantly that the standard deviations are similar (for the independent groups t-test) and that the data to be analysed are approximately Normally distributed (both tests).
This tutorial will discuss some alternative methods that can be used when these assumptions are violated. They are part of a group of statistical tests known as non-parametric or distribution-free tests; distribution-free tests do not involve making any assumptions about how the data are distributed (for example that the data are Normally distributed). An important point to note is that it is the test that is parametric or non-parametric, not the data.
Mann-Whitney U test
When the assumptions underlying the independent samples t-test are not met, then the non-parametric equivalent, the Mann-Whitney U test, may be used. Whilst the independent samples t-test is specifically a test of the null hypothesis that the groups have the same mean value, the Mann-Whitney U test is not a test for a difference in medians, as is commonly thought. It is a more general test of the null hypothesis that the distribution of the outcome variable in the two groups is the same; it is possible for the outcome data in the two groups to have similar measures of central tendency or location, such as mean and medians, but different distributions. Consider for example two groups of size 50; group A has 48 observations with value 0 and 2 with value 1 whilst group B has 26 observations with value 0 and 24 with a value of 2. Both groups have a median value of 0 but the p-value from the Mann-Whitney U test is < 0.001, indicating that the distribution of data in two groups is different.

The Mann-Whitney U test requires all the observations (for both groups combined) to be ranked as if they were from a single sample. From this the test statistic U is calculated; it is the number of all possible pairs of observations comprising one observation from each sample for which the rank of value in the first group precedes the rank of the value in the second group. This test statistic is then used to obtain a P value.
The principle is best illustrated with a simple example. Consider the following two samples of size six X=(0,6,5,1,1,6) and Y=(9,4,7,8,3,5). These are then ranked in order as if they were from the same sample (the values for sample X are given in bold):  

Values
0
1
1
3
4
5
5
6
6
7
8
9
Ranks
1
2.5
2.5
4
5
6.5
6.5
8.5
8.5
10
11
12

Having ranked the values altogether, these ranks are then added up separately for each sample to get two separate totals (U statistics), Ux=29.5 and Uy=48.5. A useful check is that the sum of the ranks should add to n(n+1)/2. In this case n(n+1)=12(12+1)/5=78. The smaller of the two U statistics is used obtain a P-value; thus the value of U used for this example is 29.5. As with the t statistic above this value is compared to tabulated critical values under the null hypothesis (table 1) to obtain a P-value. Rank totals greater than the tabulated critical values are not significant. In this case n1 and n2 are both 6 and the tabulated critical value is 26. As the value of 29.5 is greater than this, the results do not reach statistical significance at the 5% level, and there that there is insufficient evidence to reject the null that the two groups differ in terms of the distribution of their data.

Table 1: Mann-Whitney test on unpaired samples: 5% levels of P (taken from Swinscow and Campbell(Swinscow & Campbell 2002))
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	11
	19
	28
	38
	50
	63
	76
	91
	106
	123
	141
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The previous tutorial illustrated the use of the independent samples t-test with some data taken from a community leg ulcer trial(Morrell et al. 1998). For the leg ulcer data, there were 120 patients in the clinic group and their mean number of ulcer free weeks for was 20.1. There were 113 patients in the control group and they had a mean number of ulcer free weeks of 14.2. It was demonstrated that there was a statistically significant difference in the number of ulcer free weeks between the two groups (P=0.014). However, if the number of ulcer free weeks in each group is plotted it can be seen that the data are highly skewed and are not Normally distributed (Figure 1a and 1b).

	Figure 1a: Ulcer-free time for clinic group [image: image1.emf]0.00 10.00 20.00 30.00 40.00 50.00
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	Figure 1b: Ulcer-free time for home group [image: image2.emf]0.00 10.00 20.00 30.00 40.00 50.00
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If, instead of the independent samples t-test a Mann-Whitney U test were carried out on these data the P-value obtained would be 0.017, a value that is remarkably similar to that obtained from the t-test. In fact, the t-test and the Mann-Whitney U test will tend to give similar P-values when the samples are large and approximately equal in size). As this is less than the nominal level usually set for statistical significance of 0.05 we can reject the null hypothesis (that the distribution of the data in the two groups are the same). We conclude that the result is statistically significant and there is evidence that the distribution of ulcer free weeks is different between the two groups. However, we are unable to state what the difference might be, only that there is a difference, if we only consider the P-value.
Two groups of paired observations
When there is more than one group of observations it is vital to distinguish the case where the data are paired from that where the groups are independent. Paired data may arise when the same individuals are studied more than once, usually in different circumstances, or when individuals are paired as in a case-control study. For example, as part of the leg ulcer trial, data were collected on health related quality of life (HRQoL) at baseline, 3 months and 12 months follow-up. The previous tutorial described a method for analysing paired continuous data, the paired t-test. 
If the assumptions underlying the use of the paired t-test are not met a non-parametric alternative, the Wilcoxon signed rank sum test, can be used, This test is based upon the ranks of the paired differences and the null hypothesis is that there is no tendency for the outcome in one group (or under one condition) to be higher or lower than in the other group (or condition). It assumes that (a) the paired differences were independent of each other and (b) the differences come from a symmetrical distribution (this can be checked by eye). As with the Mann-Whitney U test outlined above the Wilcoxon signed rank sum test is most easily illustrated using an example. Swinscow and Campbell (Swinscow & Campbell 2002) give details of a study of foetal movements before and after chorionic villus sampling. The data are shown in table 2:
Table 2  Wilcoxon test on percentage of time foetus spent movingbefore and after chononic villus sampling for ten pregnant women (Boogert, Manhigh, & Visser 1987)
	Patient no
	Before Sampling
(2)
	After Sampling
(3)
	Difference (before-after) (4)
	Rank

(5)
	Signed 
rank
(6)

	1
	25
	18
	7
	9
	9

	2
	24
	27
	-3
	5.5
	-5.5

	3
	28
	25
	3
	5.5
	5.5

	4
	15
	20
	-5
	8
	-8

	5
	20
	17
	3
	5.5
	5.5

	6
	23
	24
	-1
	1.5
	-1.5

	7
	21
	24
	-3
	5.5
	-5.5

	8
	20
	22
	-2
	3
	-3

	9
	20
	19
	1
	1.5
	1.5

	10
	27
	19
	8
	10
	10


The differences between before and after sampling are calculated (colum 4) and these are then ranked by size irrespective of sign (column 5; zero values omitted).  When two or more differences are identical each is allotted the point half way between the ranks they would fill if distinct, irrespective of the plus or minus sign.  For instance, the differences of –1 (patient 6) and +1 (patient 9) fill ranks 1 and 2. As (1 + 2)/2 = 1.5, they are allotted rank 1.5. In column (6) the ranks are repeated for column (5), but to each is attached the sign of the difference from column (4).  A useful check is that the sum of the ranks must add to n(n + 1)/2.  In this case 10(10 + 1)/2 = 55.

The numbers representing the positive ranks and the negative ranks in column (6) are added up separately and only the smaller of the two totals (irrespective of its sign) is used to obtain a P-value from tabulated critical values under the null hypothesis (Table 3). As with the Mann-Whitney U test rank totals greater then the tabulated critical value are non-significant at the 5% level. In this case the smaller of the two ranks is 23.5 and as this is larger than the number given for ten pairs in table 3 the result is not statistically significant. There is insufficient evidence to reject the null that the median difference in foetal movements before and after sampling is zero. We can conclude that we have little evidence that chorionic villus sampling alters the movement of the foetus.

Table 3: Wilcoxon test on paired samples: 5% and 1% levels of P (taken from Swinscow and Campbell(Swinscow & Campbell 2002))
	Number of pairs
	5% level
	1% level
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2
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21


25
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0
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3


5


7
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13


16


19


Note, perhaps contrary to intuition, that the Wilcoxon test, although a test based on the ranks of the data values, may give a different value if the data are transformed, say by taking logarithms. Thus it may be worth plotting the distribution of the differences for a number of transformations to see if they make the distribution appear more symmetrical. 
Summary
Outlined above are some non-parametric methods for comparing two groups of continuous data when the assumptions underlying the t-test (paired and unpaired) are not met. However, as stated in the previous tutorial statistical significance does not necessarily mean the result obtained is clinically significant or of any practical importance. A P value will only indicate how likely the results obtained are when the null hypothesis is true. Much more information, such as whether the result is likely to be of clinical importance can be gained by calculating a confidence interval, as this a range of plausible values for the estimated quantity. Details of how to do this can be found in Statistics with Confidence(Altman et al. 2000) 
References

Altman, D. G., Machin, D., Bryant, T., & Gardner, M. J. 2000, Statistics with Confidence, 2nd edn, BMJ Books, London.

Boogert, A., Manhigh, A., & Visser, G. H. A. 1987, "The immediate effects of chorionic villus sampling on fetal movements", American Journal of Obstetrics and Gynaecology, vol. 157, pp. 137-139.

Freeman, J. V. & Julious, S. A. 2006, "Basic tests for continuous Normally distributed data", Scope, vol. 15, no. 3.

Morrell, C. J., Walters, S. J., Dixon, S., Collins, K., Brereton, L. M. L., Peters, J., & Brooker, C. G. D. 1998, "Cost effectiveness of community leg ulcer clinic: randomised controlled trial", British Medical Journal, vol. 316, pp. 1487-1491.

Swinscow, T. D. V. & Campbell, M. J. 2002, Statistics at square one, 10 edn, BMJ Books, London.



