Vectors v a]
b : y =
b
'a >
. al [ka
Multiplied by a constant: v =Fk =
b kb
S R
b/2 / |
> N aI/2




Transpose
i _Transpose
f v=|b then V' = [a b c:l and vice versa.
C
3
v=l-1| Whatis v'?
2

v=[2 9 0 -1]  Whatis v'?



Inner product

(1) of a column
vector with itself

(2) of two column
vectors of the same
length

vTv=[a b c].

va=[a b c].

Y

=a’+b’ +¢’
N J
Y

Scalar

A
4 R

=aa+bp +cy

what is the inner product of

(i) v with itself?
(ii) w with itself?

(iii) v and w?
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Matrices | VoL P

columns
— 1 -3 5 T

Two rows
—l — Dimension:
_ 0 6 4 2 o,
-10 -2 4 6 O ] What is the dimension of

the matrix A?

What is the dimension of
the matrix AT?



" J
Multiplied by a constant

3*

S

kA

k

‘R o o

A

ka kb’
ke kd

ke kf



A square matrix

is a matrix with (number of rows) = (number of columns)

A diagonal matrix a 0 0
is a square matrix with zero off diagonal terms. [0 b 0
0 0 ¢
An identity matrix _
is a diagonal matrix with unity diagonal terms. (1) (1) dimension?
Square? Diagonal? ldentity? 1 0 0 O
2 0 0]
2 —oroo o -21 |9 OO oy
[01}[025}0010 0 0 -1
0O 0 0 1 - :
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Matrix and Vector algebra

Addition/subtraction

Two matrices (or vectors) can only add or subtract if
their dimensions are the same.

4 5 0]
0 7 & [-1 -2 O

+
I




" J
Multiplication

Matrices and vectors can only multiply each other if
their dimensions are compatible.

a b'\‘_' ¥ [aa +bf]
c d|* “ = ?

ef-ﬁ-_?

must be the same

Dimension:  (3%2)*(2x1) =(3x1)
v -/
Which of these Q. 7
multiplications can be _ -
carried out? 4 _9 ) 2 3 "0 1 2 3 )
8 * 0 -2 1
L N 1| -2 3




o
i
]

Z

2 2], 1 34] [4) 2 2 7

0 3| [-11 2 3] [-3 2 ?
(2x|12) * (2(x4) = (2x4)
A \ A

Q. T

Which of these multiplications can be carried out?

- 91

o221 |, 1*[1 2}
6 * INNER
g [3 2 1} [3 4} _2 -3

1

('S I

B N

| I — |
*

o W N

N D DN
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More general forms

Column vector Column vector

v v
Y

? = (MxN) ?

|
AN
o

A

= B C

?

= (MxN)(NxP)

\§§

M




Simultaneous equations

Yy =a X +d,x, +¢

Y, =bx, +b,x, +e,

V3 =C X +C X, + €5

-

y=Ax+e (=

-

_y3 -

Y

Y

g

_y3-

ax +a,x,

b,x, +b,x,

CX + Xy




|
gxamp‘es on glmultaneous

Equations

Y, =-3x, +Xx, +e

y=
YV, =2X - X, +e, [ i

X+e

Y, =-4x, +x, - x;, +¢

Yy, ==-2Xx, +e, :> vy, =0x, =2x, +0x, + e,
Y, =X, —3x; +e, v, =x, +0x, -3x; + e,
272277 @
yv=|\|7 72 ?Z|lx+e
2 72 7
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Expected value

For a random variable X with a probability density function

p(x) 1

the expected value of X is the mean of the random variable.

E|X |- u,




=
Variance

It measures the spread of a random variable X with
respect to its mean. It is written using the ‘expected value’
notation:

var(X)= E KX—Mx)z} o

Covariance

It measures how much two random variables X and Y vary
together. It is written using the ‘expected value’ notation:

o 1)= EN i N - o,




"
Properties of the ‘expected value’ operation

M | Elx+y]-E[x |+ E[r]

2) Ela X |=a E|lX |
X

a constant a random variable

Eg. E[X]=10, then E[sx]=-5E[x]-50

L£
i

(3) If two random variables X and Y are independent, then

Elx v |- Elx |E|Y ]




Covariance of two independent random variables

If two random variables X and Y are independent,
what is the covariance of the two variables? Guess...

By definition: COV(X,Y)= E |_(X - U, XY —u, )_

Expand: (X - U, XY_ u, )= XY -

.

J

Y
Xu, —u Y +uu,

BT ECED 1=

ElXu, FE[X ki, = e,

A A

Therefore: cov(X,Y)= ELXY— Xu, —u Y + quyJ

=uu, -upu,—uu +uu =0
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Conclusion: If two random variables X and Y are
independent, the covariance between them is zero.

It is often assumed that measurement noise (error) is
independent of the measured variable.

Example: X =baby’s weight at 6 months

e = associated measurement error, with £ [e]= 0.

The measurement error is generally independent of the baby’s weight.

cov(X,e)= E[(X —u, )(e-0)}=0

s 5 0 ) A % 52! _',1; , .
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